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Non-Fickian ionic diffusion across high-concentration gradients
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Abstract.

A non-Fickian physico-chemical model for electrolyte transport in high-ionic

strength systems is developed and tested with laboratory experiments with copper sulfate
as an example electrolyte. The new model is based on irreversible thermodynamics and
uses measured mutual diffusion coefficients, varying with concentration. Compared to a
traditional Fickian model, the new model predicts less diffusion and asymmetric diffusion
profiles. Laboratory experiments show diffusion rates even smaller than those predicted by
our non-Fickian model, suggesting that there are additional, unaccounted for processes
retarding diffusion. Ionic diffusion rates may be a limiting factor in transporting salts
whose effect on fluid density will in turn significantly affect the flow regime. These findings
have important implications for understanding and predicting solute transport 1n geologic

settings where dense, saline solutions occur.

Introduction

In many geologic settings, solute concentrations in fluids can
be sufficiently high to affect both solution density and the
thermodynamic activity of the solutes themselves. In many
such geologic settings there is interest in the transport of salt
from one fluid to another. Examples of these environments
include playa lakes [Duffy and Al-Hassan, 1988; Macumber,
1992; R. A. Wooding et al., manuscript in preparation, 1995],
midcontinent saline aquifers [McElwee, 1985; Motz, 1992],
melting icebergs [Huppert and Turner, 1978], salt domes [Old-
enburg and Pruess, 1995], and coastal aquifers into which sea-
water intrudes [Henry, 1964a, b; Voss and Souza, 1987]. Other
environments where diffusion across solution boundaries is an
important process include the mantle [Farber et al., 1994] and
model systems like silicate melts [Liang et al., 1994]. Artificial
systems where electrolyte diffusion is an important consider-
ation for contaminant transport include repositories for radio-
active [Bredehoeft and Maini, 1981; Voss and Andersson, 1993]
and toxic chemical [Bradley, 1985] disposal.

Traditional [Voss and Souza, 1987] or even stochastic [Welty
and Gelhar, 1992] descriptions of density-coupled fluid flow
and solute transport consider the role of the solutes only in the
physics of the fluids by including solution density and viscosity
(as functions of solute concentration) in the local governing
equations. Consideration of the chemistry of the solutes is an
important part of describing the physics of density-coupled
fluid flow and solute transport for ionic solutions because of
the large changes in the ions’ thermodynamic activities (and
hence diffusivities) at high-ionic strength. Felmy and Weare’s
[1991] thermodynamically based diffusion model demonstrated
the coupling of minor seawater ions to NaCl diffusion from a
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salt dome into seawater. Those authors have been among the
few to consider electrolyte thermodynamics in transport mod-
els. However, their model was not validated with experiments.
Our inclusion of electrolyte physical chemistry into transport
models gives rise to a new, non-Fickian transport theory for
high-ionic strength solutions in groundwater. Unlike stochastic
theories which have been developed to describe the greater
than Fickian transport (resulting from field scale spatial vari-
ability of hydraulic conductivity) observed for ideal tracers in
groundwater, this theory shows that transport rates will always
be less than those predicted by a Fickian theory in a homoge-
neous mediuii.

Our model provides a theoretical basis for describing the
narrow transition zone sometimes observed between salt water
and fresh water in field [Lau, 1967; Voss and Souza, 1987} and
laboratory studies [Wheatcraft and Peterson, 1979] of salt water
intrusion. Consideration of ionic transport in such models is
treated solely in a physical fashion, where the chemistry of the
ions is ignored. To simulate accurately the narrow transition
zone observed on Oahu, Voss and Souza [1987] developed
special velocity calculations. They found that inconsistent ap-
proximation of terms involved in velocity calculations in a
standard model of variable density flow led to artificially large
dispersion. Voss and Souza [1987, p. 1853] commented that
inconsistent approximations of the pressure and density gradi-
ents “would disperse a sharp transition zone even under hy-
drostatic conditions.” For hydrostatic conditions, pressure is a
linear function of depth only for a constant density fluid. Be-
cause the fluid velocities depend both upon the pressure and
the density of the fluid, and these are usually calculated as
linear functions of concentration, combining linear changes in
density and pressure should result in a quadratic relationship
between depth and pressure. Standard density-coupled fluid
flow and solute transport models generally only calculate pres-
sure as a linear function of depth, and this can result in velocity
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discontinuities when the fluid density changes from element to
element.

One method to avoid these inconsistent velocities, devel-
oped by Frind [1982], assigns only one velocity to each element
of a finite element mesh, at the centroid of the element, based
on the average density of the fluid in the element. This method
requires rather fine mesh discretizaton. Voss and Souza’s
[1987] consistent approximation of the velocities was achieved
by allowing both the density of the fluid and the local gravity
vector to vary over each finite element. Their method removed
some artificial numerical dispersion from their simulations,
while our physico-chemically based model provides a theoret-
ical basis for further improvements beyond those made by
Voss and Souza.

In this paper we present results of our model predictions for
ionic diffusion in one-dimensional, high-ionic strength aqueous
systems using published mutual diffusion coefficients which
vary with concentration. We have also performed one-
dimensional diffusion experiments for the purpose of verifying
our theoretical model. Our model predicts that the physico-
chemical effects on diffusion in high-ionic strength solutions
serve to reduce diffusion from that predicted using Fick’s Law
with the infinite dilution diffusion coefficient. These initial one-
dimensional results have relevant applications to multidimen-
sional models for density-coupled fluid flow and solute trans-
port problems.

Theoretical Model

The general governing equation for solute flux in a multi-
component, ionic system can be developed by relating the flux
of each ion to the gradients of all the thermodynamic forces in
the system. The resultant governing equation is

N

dc:
S Dje) 52 (1)
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where
¢; concentration of species i mol/L;
x spatial coordinate cm;
Dji(c) volume-fixed mutual diffusion coefficient as a

function of concentration of i andj cm?fs;
¢; concentration of ionj mol/L;
N number of ions.

Using the electroneutrality condition, the general equation for
multicomponent diffusion reduces to

dc 9 . 9c
§=E[D(C) a] (2)

in a binary system.

We use this equation to predict CuSO, diffusion, using pub-
lished [Miller et al., 1980}, volume-fixed, mutual diffusion coef-
ficients (Figure 1). For our numerical simulations of this one-
dimensional problem, we used a Crank-Nicolson approximation
[Crank, 1975], time step length of 100 s and spatial discretizaton
of 0.001-0.01 cm. Initial conditions were that for

C:CU
C=0.0.

0.0<x/L=0.5
0.5<x/L=1.0

Initial estimates for new CuSQ, concentrations were that they
were equal to the old concentrations. We calculated diffusion
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Copper Sulfate Diffusion Coefficients

Diffusion Coefficient, cm~2/s
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Figure 1. Copper sulfate diffusion coefficients, measured by
Miller et al. [1980], used to simulate CuSQO, diffusion.

coefficients by averaging the estimates for the new concentra-
tions between adjacent nodes and then calculated the volume-
fixed diffusion coefficient for each averaged concentration us-
ing the equations of Miller et al. [1980]. Boundary conditions
fulfilled the semi-infinite column assumptions [Li and Gregory,
1974] and were fixed at each time step to C, or to 0.0, as
appropriate. The solution matrix was tridiagonal and solved
with the Thomas algorithm using a subroutine from Press et al.
[1992]. Then volume-fixed diffusion coefficients were recalcu-
lated for the new concentrations, and the new coefficients were
compared to the old coefficients. The error tolerance between
the old and the new volume-fixed diffusion coefficients was set
to 0.5%. If the maximum difference between old and new
coefficients exceeded the error tolerance, the coefficients were
calculated again and another iteration was performed before
calculating the flux of water to replace the electrolyte which
had diffused. Then the electrolyte concentrations were up-
dated. Tteration occurred only during the first time step, when
there was a large difference in concentration between the water
and the CuSO, solution. Coefficients changed little between
subsequent time steps due to the small spatial and temporal
discretization scheme. '

Predictions for the Fickian model were made with the error
function solution to the diffusion equation

C= % erfc [2%[1)7} 3)

where D for CuSO, = 8.58 X 107 cm?s (the infinite dilution
diffusion coefficient [Miller et al., 1980]).

Methods

One-dimensional copper sulfate diffusion experiments were
conducted in rectangular cross-section glass tubing (1 cm by 2
cm) oriented with an optical path length of 1 em. The column
was filled with deionized water which was pumped into the
column from the bottom, using a peristaltic pump (Cole-
Parmer). Then the CuSO, solution (concentration, C, = 0.4
mol/L; density, p = 1.063 g/cm’) was pumped into the column
from the bottom, at a slow rate (volumetric flow rate of ~0.5
mL/min or a linear velocity of ~0.2 cm/min), displacing the
water. When the interface between the solutions was at the
desired location (which usually took about 15 min), the pump
was turned off, the tubing clamped, and the doors of the en-
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Photodiode Calibration
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Figure 2. Calibration curve for photodiode output voltage as
a function of CuSO, concentration. The best fit line to the data
(from linear regression) was voltage = —0.2202(CuSO, con-
centration) + 0.1186, with 2 = 0.991.

vironmental chamber closed. Data collection began immedi-
ately. All experiments were conducted in the dark in a tem-
perature-controlled chamber maintained at 25° = 0.5°C.
Monochromatic light at the absorbance maximum of CuSO,
(660 nm) was provided using the diffraction grating of a mod-
ular spectrophotometer (Sargent Welch ChemAnal) and trans-
mitted to the column with fiber optic cable. Light transmit-
tance through the column was measured with a planar-diffused
silicon photodiode (United Detector Technologies model PIN-
2DI). Light transmittance through the column was measured at
spatial intervals of 1 mm. The output voltage from the photo-
diode was amplified on a multiplexer board which served as the
input board to a PC-based data acquisition system (Lab Tech
Notebook). For each measurement made for a diffusion front
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profile, the light source and sensor were moved along the
column by a microprocessor-controlled linear positioning sys-
tem (Daedal). After the linear positioning system placed the
sensor and light source at the first location for a measurement,
there was a wait of 2 min (which allowed sufficient time for the
photodiode output voltage to stabilize), then the data acquisi-
tion system collected 50 measurements of light transmittance
at a data collection rate of 2.5 Hz. The sensor was then moved
1 mm to the next position, paused 2 min and measurements
collected. Each scan of the column was over a total distance of
4 cm. The times in the legend are times at which the measure-
ments at the midpoint of each curve were taken. Photodiode
output voltages were converted to CuSO, concentrations with
a calibration curve. The photodiode sensor provided a linear
response (r> = 0.991) to CuSO, concentrations over a range
of 0.0-0.4 mol/L (Figure 2).

Results

Results of a representative laboratory diffusion experiment
with CuSO, (Figure 3) show diffusion of 0.4 M CuSO, into
deionized water. Profiles taken over 10 hours show the advance
of the CuSO, diffusion front profile with time. In contrast to
symmetrical Fickian diffusion (Figure 4a), the profiles are
skewed. They show more tailing of the profile at low CuSO,
concentrations, where the diffusion coefficients are the highest.
The hinge point of the profiles (location at which the profiles
cross) is located at 0.23 mol/L. Owing to experimental design
limitations, the profiles from the experiment (Figure 3) are not
perfectly synoptic. The experimental apparatus required ap-
proximately 40 min to collect one profile. Since the data are
not collected instantaneously throughout a profile, a small
amount of temporal skew is introduced as an experimental
artifact. Model predictions made with each point on a profile,
predicted at the same time the measurements were made,

Copper Sulfate Diffusion into Water
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Figure 3. Profiles of 0.4 M CuSO, diffusing into deionized water. Each point is the average of 50 measure-
ments. The standard deviation among the measurements is smaller than the thickness of the line used to
connect the points. The times in the legend are the times at which the midpoint of each profile was measured.



2216

Simulated Diffusion of Copper Sulfate, Fickian Model
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Figure 4. Simulated diffusion of CuSO, using (a) a simple
Fickian model and (b) the concentration-dependent diffusion
coefficient model. The simulated Fickian data were calculated
with the error function solution to the diffusion equation (3).
The concentration-dependent data were calculated numeri-
cally (2).

show that the temporal skew contributes less than 10% of the
total skew.

Simulated diffusion profiles of CuSQO, (Figure 4b) using con-
centration-dependent diffusion coefficients are very similar to
the measured data. Like the measured data, the simulated data
show considerable skew in the profiles, and the hinge point is
slightly above 0.50 C,, at 0.52 C,, (0.21 mol/L).

Discussion

A method used by Bear [1961] to determine dispersion co-
efficients in one-dimensional column experiments can be used
to determine diffusion coefficients from the experimental data.
The temporal growth rate of the transition zone provides a way
to explore the differences between the models or to compare
the models to the experiments. The slope of the curve is used
to obtain an apparent diffusion coefficient. Plotting the width
of half the transition zone (from C/C, = 0.50 to =0.40 C/C,)
against the square root of time, allows calculating the effective
diffusion coefficients from the slopes of the best fit lines, when
the error function solution to the diffusion equation is ex-
pressed in the form

x= [2 erfc™(2C) \/5] \/; (4

CAREY ET AL.: NON-FICKIAN IONIC DIFFUSION

All terms in this equation are known except for the diffusion
coefficient, which is proportional to the slope of the best fit
line.

We have used this method to analyze our simulated data
(Figure 5a). The open squares are the data from the growth of
the transition zone between 0.04 and 0.2 mol/L; the open
triangles are data from the growth of the transition zone be-
tween 0.2 and 0.36 mol/L. The closed circles are the data from
the Fickian model, using the constant, infinite dilution diffu-
sion coefficient of 8.58 X 107° cm?s [Miller et al., 1980]. With
this analysis the Fickian model data (Figure 4a) simulated with
the constant, infinite dilution diffusion coefficient of 8.58 X
1075 cm?/s yielded an apparent diffusion coefficient, D = 8.49
X 107% cm?/s (Figure 5a). This apparent valu¢ is very close to
the true value used to make the predictions.

A similar analysis of the concentration-dependent model
does not yield a true diffusion coefficient but rather an effective
diffusion coefficient (D) which integrates over the diffusion
coefficients which change with concentration. While we are not
suggesting this analysis as a method for determining diffusion
coefficients for this system, or any other high-ionic strength
system, it does yield an effective diffusion coefficient for the
particular conditions studied. This effective diffusion coeffi-
cient is a good way to compare the experimental data to the
simulated data. In this manner we have analyzed the data of
our concentration dependent model profiles (Figure 4b) to

Simulated Transition Zone Growth
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Figure 5. Transition zone growth using simulated data (a)
from a Fickian model and the concentration-dependent model
and (b) from the experimental data. Effective diffusion coeffi-
cients were calculated from the slopes of the best fit lines
(calculated by linear regression) and (4).
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calculate D g (Figure 5a) for the simulated condition of 0.4 M
CuSO, diffusing into deionized water. The transition zone
growth at the low concentration half of the profile, from 0.04 to
0.20 mol/L (C/C,, = 0.10-0.50), yielded an effective diffusion
coefficient of 5.9 X 10~° cm%/s. The high-concentration side of
the profile (from 0.20 to 0.36 mol/L) yiclded an effective dif-
fusion coefficient of 5.0 X 107° cm?/s. These effective diffusion
coefficients are significantly different from each other at the
95% confidence level. Both of these effective diffusion coeffi-
cients are significantly less than the apparent coefficient from
this same analysis of the data simulated with a Fickian model
and the infinite dilution diffusion coefficient. For the condi-
tions of this experiment the effective diffusion coefficient for
the low concentration half of the diffusion front profiles is
31.2% less than the infinite dilution diffusion coefficient, and
the effective diffusion coefficient for the high-concentration
half of the measured diffusion front profiles is 41.7% less.

For our experimental data (Figure 3) the transition zone
growth at the low concentration half of the profile from 0.04 to
0.20 mol/L (C/Cq from 0.10 to 0.50), yielded an effective dif-
fusion coefficient of 3.2 X 10~° ecm?%s (Figure 5b). This effec-
tive coefficient is significantly greater than the effective diffu-
sion coefficient for the high-concentration side of the profile,
from 0.20 to 0.36 mol/L (C/C, from 0.50 to 0.90) of 2.6 X 10~°
cm?s. These effective diffusion coefficients are significantly
different from each other and are 62.7% and 69.7%, respec-
tively, less than the infinite dilution diffusion coefficient of 8.58
X 1075 cm?s.

The effective diffusion coefficients for the concentration-
dependent model and the experimental data iflustrate the dif-
ferences in the growth rate of the transition zones. For high-
ionic strength solutions a Fickian model with an infinite
dilution diffusion coefficient will always predict greater diffu-
sion of electrolytes than a physico-chemically based model
which allows the diffusion coefficients to vary with concentra-
tion. However, at very low concentrations they will predict
nearly the same results. A Fickian model and the infinite di-
lution diffusion coefficient will also predict a wider transition
zone between a high-ionic strength fluid (like seawater) and
fresh water than will our concentration-dependent model
which considers the effects of ionic strength or concentration
on diffusion.

Most models of salt water intrusion have predicted wide,
brackish transition zones between the fresh water of the
coastal aquifer and the intruding seawater. Henry [1964a, b]
states that his analytical model is only appropriate for wide
transition zones. He uses a large, constant coefficient of diffu-
sion for NaCl which is about 4 orders of magnitude greater
than either the infinite dilution diffusion coefficient for NaCl or
the NaCl diffusion coefficient appropriate for seawater. Subse-
quent numerical simulations of this problem [e.g., Pinder and
Cooper, 1970; Lee and Cheng, 1974; Segol and Pinder, 1976;
Voss, 1984] have followed Henry’s lead in predicting wide
transition zones. This may be primarily a result of the large
dispersion coefficients necessary to minimize numerical disper-
sion and oscillation problems inherent in the numerical algo-
rithms.

More recently, Herbert et al. [1988] simulated brine transport
as part of the international HYDROCOIN project. To avoid
convergence problems, they used a method called parameter
stepping in which they varied the diffusion coefficient during
the course of a simulation. Their simulations showed qualita-
tive agreement with the HYDROCOIN test case, but their
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method was slow to converge in low-velocity regions. In low
velocity-regions the importance of diffusion in controlling sol-
ute transport is likely to be equivalent to that of transverse
dispersion. Low-velocity regions are those areas in which an
accurate representation of the ionic diffusion coefficient will be
most important. Herbert et al. [1988, p. 1792] comment, “Whilst
much has been learnt, it would be fruitful to study simpler
systems.” Our simple one-dimensional experiments and simu-
lations have shown that use of concentration dependent diffu-
sion coefficients provide a far better means of simulating dif-
fusion in brines than does a Fickian model with a constant
diffusion coefficient.

Oldenburg and Pruess [1995] discuss the importance of the
diffusion coefficient in simulating brine transport, but they still
employ a coefficient at least an order of magnitude larger than
is physically chemically realistic. Their numerical simulator was
validated by comparison not only with the Henry problem but
also with the Elder [1967] problem, as recommended by Voss
and Souza [1987]. The Elder problem is for buoyant thermal
convection, an entirely different process than convection due
to high-salt concentration. Without any chemical basis to their
arguments, Oldenburg and Pruess [1995] showed the strong
dependence of their density-coupled transport equations to the
diffusion coefficient in simulating brine flow. They also showed
the sensitivity of the system dynamics to the value of the dif-
fusion coefficient. We have endeavored in our experiments to
show not only the importance of diffusion in electrolyte trans-
port in high ionic strength systems but also to consider the
effects of solute concentration on the diffusion coefficient.

It is likely that there are unmodeled processes responsible
for our observed discrepancy between theory and experiment.
Any effect of solution viscosity or density on diffusion ought to
be accounted for in the diffusion coefficients which Miller et al.
[1980] measured at a series of CuSO, concentrations. Their
published coefficients include the variation of viscosity and
density with concentration and thus account for the effects of
these on diffusion. Any explanations related to experimental
error and design would cause increased diffusion, yet the ob-
served discrepancy is reduced diffusion in the experiments,
compared to our theory. Such processes related to experimen-
tal design include the detector response function and an ini-
tially diffuse interface between the CuSO, solution and the
water. Deconvolution of our detector response function
showed that the only effect of the detector response function
on our measured profiles is to increase the apparent diffusion.
An initially diffuse “interface” would also result in apparently
increased diffusion. These are all processes which increase
diffusion and can therefore be dismissed as reasons explaining
the discrepancy between our model and the experiments.

A possible process retarding transport is an effective inter-
facial tension between the “two” fluids, the 0.4 M CuSO,
solution and the water, even though both fluids are aqueous.
Another possibility is that the diffusion coefficients used to
make the predictions were wrong. The coefficients were care-
fully measured by competent researchers. However, their dif-
fusion coefficient determinations [Miller et al., 1980] were made
across very small concentration gradients (AC), unlike the
initial condition of our experiments. For their measurement of
the CuSO, diffusion coefficient for 0.41480 mol/L. (the mea-
surement made at the concentration closest to our experimen-
tal initial concentration of 0.40 mol/L) the AC in the experi-
ment was 0.03131 mol/L. This small AC is necessary in their
diffusion coefficient determinations so that the diffusion coef-
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ficients do not change during the measurement. Our experi-
ments had an initial AC of 0.40 mol/L.

Experiments to verify the model show even less diffusive
transport than our theory predicts. Since we have eliminated
calibration problems and other experimental artifacts as pos-
sible causes, the most probable reason for the differences be-
tween the model predictions and the experiments is that there
are additional processes causing reduced diffusion that we have
not included in the model.

Conclusions

Theories which do not allow ionic diffusion coefficients to
change with concentration are neglecting an important part of
the solute chemistry in their approximation of the dispersion
coefficient. Application of nonequilibrium thermodynamics
and electrolyte physical chemistry provides the basis for a new
model of electrolyte transport in high-ionic strength ground-
water. Our experiments have shown that current theoretical
models which include nonequilibrium thermodynamics and
electrolyte physical chemistry are still overpredicting diffusive
transport. Therefore more work is needed to identify and
quantify the processes that are controlling diffusion in high-
ionic strength solutions.
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