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Abstract. Recent work demonstrates that phase displace-
ments within horizontal fractures large with respect to the spa-
tial correlation length of the aperture field lead to a satiated
condition that constrains the relative permeability to be less
than one. We use effective media theory to develop a concep-
tual model for satiated relative permeability, then compare
predictions to existing experimental measurements, and
numerical solutions of the Reynolds equation on the measured
aperture field within the flowing phase. The close agreement
among all results and data show that for the experiments con-
sidered here, in-plane tortuosity induced by the entrapped
phase is the dominant factor controlling satiated relative per-
meability. We also find that for this data set, each factor in the
conceptual model displays an approximate power law depend-
ence on the satiated saturation of the fracture.

Introduction

The permeability of a fracture to a given fluid phase is de-
termined by the geometry of that phase, which in turn evolves
during the displacement of one fluid (defending phase) by an-
other (invading phase). At any given stage of its development,
phase geometry is a history dependent product of competition
between local capillary, viscous, and gravity forces [Glass et
al., 1995]. In a statistically homogeneous horizontal fracture
much larger than the spatial correlation length of the aperture
field, slow steady displacement along the plane of the fracture
leads to a satiated condition where the invading phase spans
the fracture in all directions, and the remaining defending
phase is fully entrapped [Glass et al., 1998].

Following invasion to a satiated state, lack of an escape
path for the entrapped defending phase precludes further
changes in the geometry of the respective phases (flowing
invader and entrapped defender), unless: 1) the entrapped phase
is dislodged by viscous forces, or dissolved into the flowing
phase; 2) a change in boundary conditions reverses the roles of
invader and defender; or 3) aperture variability leads to repeated
fragmentation of the phase structure. Because the permeability
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of a horizontal fracture under satiated conditions can be reduced
by over 80% from its fully saturated value [Nicholl and Glass,
1994], and because horizontal fractures are ubiquitous in
nature, development of a constitutive relation for satiated rela-
tive permeability is critical for modeling flow in partially-
saturated fractured rock.

Here we present a simple conceptual model for satiated rela-
tive permeability which explicitly considers several factors
that act to reduce fracture permeability under partially-saturated
conditions. Existing experiments [Nicholl and Glass, 1994]
provide data to evaluate the conceptual model, and implement
numerical simulations that employ the Reynolds equation to
model flow on measured aperture and phase geometries. We
demonstrate the relative importance of the various factors in
the conceptual model, and find empirically that each exhibits
an approximate power law dependence on saturation.

Conceptual model

Following the porous media literature, we employ relative
permeability (k,) as a measure of the reduction in permeability
to a given phase that occurs between partially (k;), and fully
saturated (k) conditions; i.e., k, = k,/k. Here, we are interested
in the satiated value of the relative permeability (k) that lim-
its the maximum value of k, to be less than one. Zimmerman
and Bodvarsson [1996] suggested that in a variable conductiv-
ity field, predictions of flow obtained through an effective
medium approach [e.g., Landau and Lifshitz, 1960] could be
combined with corrections derived for flow around obstruc-
tions in a Hele-Shaw cell. This approach assumes negligible
drag along the edges of the obstructions (free-slip boundary),
extension to satiated fracture flow also requires that the immo-
bile entrapped phase locally fills the aperture (figure 1).
Recasting their results in terms of steady volumetric flow (Q)
through a saturated fracture of width (W) under a constant
hydraulic gradient (i) yields the following relation:

ORI AR
Q= —1; 1+(—b)—2 Wi (1

where v is the kinematic viscosity, g is the acceleration due to
gravity, (b) and G,” are respectively the mean and variance of
the aperture field.
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Figure 1. Phase geometry. Raw data (a) shows entrapped
phase clusters (dark gray) surrounded by the flowing phase
(light gray). The dark band separating the two phases results
from refraction of light at the curved fluid-fluid interface (b).
Width of this band will be ~b/2 (~0.01 cm), which is close to
our pixel size (0.0143 cm) The algorithm developed for this
work defined the boundary between phases at the outside edge
of the trapped region; i.e., outside edge of the dark band. We
note that use of discrete data (image pixels) induces some
uncertainty regarding the interface location. Definition of the
interface is then used to produce a field (c) for tortuosity
calculations in which the flowing phase is given by b = 1, and
the entrapped phase by b = 0. Multiplication of (c) by the
aperture field, b(x,y), provides geometry of the flowing phase
(d) which is used to determine statistical measures, and for
numerical simulations applying the Reynolds equation to the
variable aperture field.

Lateral diversion of flow by an immobile entrapped phase
increases average path length through the fracture with respect
to that for the saturated case. This acts to decrease the effective
hydraulic gradient, and consequently fracture permeability. A
tortuosity factor (T) is employed to represent the decrease in
permeability resulting from in-plane tortuosity induced by the
entrapped phase. Under these conditions we have:
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where the subscript (;) refers to parameters ((b), 0,7, and (W))
for the region occupied by the flowing phase. The product of
(W) and T corresponds to correction terms for contact area
presented by Zimmerman and Bodvarsson [1996]. As discussed
in their work, the correction terms can be evaluated explicitly
for simple entrapped phase geometries (e.g., widely separated
circular features).

For flow through a cross-sectional area given by the product
of W and (b), Darcy’s law gives:

Qf = )
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Thus, k and k; may be obtained from (1) and (2) respectively,
using (3). The ratio k,, = k,/k is then obtained as:

2 12 2 2
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where saturation of the flowing phase (S,) describes the aver-
age fraction of the cross-sectional area that participates in
flow, and is given by: S; = ((W Xb))/(W(b)).

Four major contributors to fracture relative permeability are
identified in (4): saturation (S,), tortuosity factor (T) account-
ing for in-plane tortuosity induced by the entrapped phase,
mean aperture within the flowing phase (part A), and the dis-
tribution of apertures within the flowing phase (part B). Each
of these factors describes a modification to the geometry of the
flowing phase by an immobile entrapped phase that fully
spans the local aperture. With the exception of the tortuosity
factor (T), which is difficult to measure directly, the terms on
the right-hand-side of (4) can be obtained from measurements
of aperture and phase geometry.

Experimental data

Several experiments considering steady flow of water in a
horizontal analog fracture were presented by Nicholl and Glass
[1994]. Permeability was measured for the saturated case (k),
and seven satiated cases (k). The size of their homogeneous,
isotropic fracture (~15 x 30 cm) was much larger than the
correlation scale (0.08 cm) of the aperture field; the entrapped
phase imposed flow structure at, or above, the aperture correla-
tion scale. Each of their experiments considered a different
spatial distribution of the wetting (water) and nonwetting (air)
phases within the fixed aperture field b(x,y), ({(b) = 0.023 cm,
o, = 0.0062 cm). The phase geometries were designed to repre-
sent a variety of invasion histories, and as a result differ vastly
between trials (see figure 2), as does the saturation at satiation
(table 1). Invasion processes reflected: redistribution of the air
phase within a partially-saturated fracture through imposition
of significant viscous forces (experiments rp2, rp4); rapid
drainage from saturation (S; = 1), followed by slow reinvasion
of water (rpl, rp3); and slow nonwetting phase invasion of a
saturated fracture, followed by slow reinvasion of water (rp5-
7). Transmitted light imaging was used to measure aperture,
and identify the phase occupying each pixel at 0.0143 cm
resolution over a 12.3 x 27.9 cm section of the fracture (855 x
1950 grid points); ~1 cm along the fracture edges was obscured
by the apparatus. Here, we refined their original aperture field
measurements using data analysis techniques presented by
Detwiler et al. [1999]. We also developed improved algorithms
for locating the boundaries separating the air and water phases
(see figure 1). Further details of the experiments, as well as im-
ages of all phase structures considered here can be found in
Nicholl and Glass [1994].

Results and discussion

Nicholl and Glass [1994] calculated T from their experimen-
tal data by assuming that k,, = S/T(b)*/(b)2. Here, we obtain
an independent estimate of T by simulating flow on their
measured phase geometries in the absence of aperture variabil-
ity (i.e., b =1 for the flowing phase, b = 0 for the trapped
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Figure 2.

phase). In this case, (4) reduces to k,, = S;T. Dividing simulated
flow rate in the presence of an entrapped phase by that
obtained for the saturated case gives k,; S;is taken from the
measured phase structure, leaving T.

We also performed simulations that included aperture vari-
ability, b(x,y), within the flowing phase. For both cases, we
used a finite-difference implementation of the Reynolds equa-
tion on a 855 x 1950 grid. Link transmissivities (irrelevant
for the b = 1 case) were taken to be the harmonic average of
adjacent values; additional details on the numerical method are
provided in Nicholl et al. [1999]. Predictions based on (4), and
simulations on the variable aperture field (table 1) both
closely reproduce experimental estimates of k, predicting 90-
99% of the measured decrease in permeability from saturated to
satiated conditions.
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Example phase structures showing streamlines. Flowing phase (white) surrounds the immobile entrapped phase
(gray). Streamlines (black) were produced by advective particle tracking on simulated pressure fields. The upper image (rpl)
shows numerous channels moving through a field consisting of relatively small, but densely packed clusters of the entrapped
phase (S, = 0.47, k, = 0.11). Tortuosity exhibits a principal wavelength on a scale similar to that of the entrapped phase clusters.
Phase geometry in the lower image (rp7) concentrates flow into a smaller number of channels (S, = 0.62, k, = 0.16). The large
entrapped phase clusters induce long-wavelength tortuosity and create significant “dead zones” which are bypassed by flow. Other
phase structures analyzed in this paper are described in Nicholl and Glass [1994].

The discrepancies between predictions and experimental
measurements of k can be attributed to either slight inaccura-
cies in the delineation of the entrapped phase structure, or to
neglected physics (primarily, details of flow near the curved
phase-phase interfaces), or both. On average, our algorithms
for measurement of phase geometry place the interface at the
outside edge of the entrapped nonwetting phase (see figure 1).
Thus, we ignore flow in the small curved wedges next to the
phase interface. Compensating for this, transfer of shear
between the fluids along the three-dimensional interface is
also neglected. While these effects seem to be small for the
current data set, additional analysis will be required in order to
fully evaluate their influence.

Results (table 1) show that for the current experiments, T is
the dominant factor in determining k., with S; of second



table 1. Summary of data and results

S, (b, Oy equation (4)  equation (4) T k., k,, k,, S*
(cm) (cm) part B part A eqg. (4) simulated' experiment

rp0  1.00 0.023 0.0062

rpl  0.47 0.020 0.0057 0.97 0.75 0.36 0.12 0.12 0.11 0.078
rp2  0.86 0.022 0.0062 0.99 0.95 0.81 0.66 0.75 0.73 0.61
rp3  0.54 0.020 0.0059 0.97 0.79 0.40 0.16 0.16 0.15 0012
rp4  0.94 0.022 0.0062 1.00 0.98 0.94 0.87 0.91 0.90 0.82
pS  0.62 0.021 0.0061 0.97 0.85 0.41 0.21 0.20 0.20 0.19
rp6  0.59 0.020 0.0059 0.98 0.82 0.30 0.14 0.13 0.15 0.16
rp7  0.62 0.021 0.0060 0.98 0.84 0.33 0.17 0.17 0.16 0.20

'simulated on variable aperture field, b(x,y)

importance, followed by mean aperture within the flowing
phase [(4) part A], and the effects of aperture distribution [(4)
part B]. We also find that most of the parameters in (4) vary
systematically with saturation (figure 3). The effects of aper-
ture distribution [(4) part B] on k, are negligible, and hence
can be ignored; the square of the mean aperture ratio appears to
scale with S, and the tortuosity factor shows an approximate
relationship with S?. Inserting these approximations into (4)
gives S, which is in reasonable agreement with the experi-
mental estimates of k,,, but not as good as those obtained from
(4) with full knowledge of the parameters (table 1).

Finally, Nicholl et al. [1999] observed that the Reynolds
equation overpredicted saturated transmissivity by 22-34% in
aperture fields similar to those considered here. They concluded
that depth averaging of pressure variation across the local
aperture (b) did not fully account for three-dimensional flow
induced by point-to-point aperture variation, Both our concep-
tual model, and full numerical simulations are depth averaged,
yet yield predictions of k, close to the experimental estimates.
Apparently, inaccuracies resulting from depth averaging are
similar in the saturated and satiated cases, and cancel out to a
large extent for k.. This result is similar to that found for
porous media, where k, can be modeled well with simple con-
ceptual models that neglect the details of the three-dimen-
sional flow field within the pore network, while k is much less
accurately predicted.

Concluding remarks

We find close agreement between our simple conceptual

model, numerical simulations, and experimental measure-
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Figure 3. Factors contributing to relative permeability at
satiation (k) are shown as a function of flowing phase
saturation (S,). Combining the significant factors in (1) yields
the S* relation for k... The tortuosity factor (T) is by far the
most significant factor in determining k., and exhibits an
apparent second-power dependence on saturation.

ments. In-plane tortuosity (T) is found to be the dominant fac-
tor controlling satiated relative permeability (k). We also
find that behavior across a wide range of phase structures can
be approximated by a simple power law (k, = S;"). While the
exponent arrived at here (n ~ 3.4) is no doubt specific to our
experimental fracture, the fact that such a relationship exists,
is in itself significant. In lieu of experimental studies across
the range of possible fractures, rigorous models of the fluid
invasion process can serve as a basis for estimating k, as a
function of S,. For instance, relationships between S; at satia-
tion, fluid properties, and aperture field statistics, such as
those derived by Glass et al. [1998] in horizontal fractures,
could be combined to yield estimates of k, for a significant
range of conditions.
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